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Abstract. In this paper, we present a new inductive learning method for multi-
label text categorization. The proposed method uses a mutual information meas-
ure to select terms and constructs document descriptor vectors for each category 
based on these terms. These document descriptor vectors form a document de-
scriptor matrix. It also uses the document descriptor vectors to construct a 
document-similarity matrix based on the "cosine similarity measure". It then 
constructs a term-document relevance matrix by applying the inner product of 
the document descriptor matrix to the document similarity matrix. The proposed 
method infers the degree of relevance of the selected terms to construct the 
category descriptor vector of each category. Then, the relevance score between 
each category and a testing document is calculated by applying the inner prod-
uct of its category descriptor vector to the document descriptor vector of the 
testing document. The maximum relevance score L is then chosen. If the rele-
vance score between a category and the testing document divided by L is not 
less than a predefined threshold value λ between zero and one, then the docu-
ment is classified into that category. We also compare the classification accu-
racy of the proposed method with that of the existing learning methods (i.e., 
Find Similar, Naïve Bayes, Bayes Nets and Decision Trees) in terms of the 
break-even point of micro-averaging for categorizing the "Reuters-21578 Aptè 
split" data set. The proposed method gets a higher average accuracy than the ex-
isting methods. 

1   Introduction 

As the amount of information in the Internet is growing so rapidly, it is difficult for 
users to find desired information unless it is organized and managed well. Text cate-
gorization (TC) is a major research topic in machine learning (ML) and information 
retrieval (IR) to help users obtain desired information. A document can belong to a 
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single category, multiple categories, or not belong to any category. The goal of auto-
matic text categorization is to utilize categorized training documents to construct text 
classifiers, which are then used to classify new documents into appropriate categories 
automatically. Several machine learning methods have been developed to deal with 
the text categorization problem, e.g., regression models [10], [17], nearest neighbor 
classification [16], [18], Bayesian probabilistic approaches [1], [12], [14], decision 
trees [1], [8], [12], inductive rule learning [1], [6], neural networks [18] and  on-line 
learning [6]. 

In this paper, we present a new inductive learning method for multilabel text cate-
gorization. It uses the mutual information measure [11] for term selection and con-
structs document descriptor vectors for each category based on the selected terms. 
These document descriptor vectors form a document descriptor matrix and they are 
also used to construct a document-similarity matrix based on the cosine similarity 
measure [2]. It then constructs a term-document relevance matrix by applying the 
inner product of the document descriptor matrix to the document-similarity matrix. It 
infers the degree of relevance of the selected terms to construct the category descrip-
tor vector of each category. The relevance score between each category and a testing 
document is calculated by applying the inner product of its category descriptor vector 
to the document descriptor vector of the testing document. The maximum relevance 
score L is then chosen. If the relevance score between a category and the testing 
document divided by L is not less than a predefined threshold value λ, where λ∈[0, 1], 
then the document is classified into that category. We also compare the classification 
accuracy of the proposed method with that of the existing learning methods (i.e., Find 
Similar [13], Decision Trees [5], Naïve Bayes and Bayes Nets [14]) in terms of the 
break-even point of micro-averaging for categorizing the "Reuters-21578 Aptè split 
10 categories" data set [21]. The experimental results show that the proposed method 
outperforms the existing methods. 

2   Preliminaries 

Machine learning systems deal with categorization problems by representing samples 
in terms of features in order to apply machine learning methods to text categorization, 
documents must be transformed into feature representations. The vector space model 
[13] is widely used in information retrieval for the representation of documents. In the 
vector space model, a document is represented as a document descriptor vector of 
terms and every element in the vector denotes the weight of a term with respect to the 
document. The learning methods presented in [10] and [17] calculate the tf × idf term 
weight for each term. The learning methods presented in [1], [8] and [12] use a binary 
weight 1 or 0 to represent each index term. 

The dimension of a term’s space is an important research topic in text categoriza-
tion. With a high dimension, a classifier over fits training samples, which may be 
good for classification purposes, but it is not feasible for classifying previously un-
seen testing samples. The purpose of term selection is to choose relevant terms for 
document indexing that yield the highest accuracy rates. The simplest term selection 
method [19] is based on the frequency of a term’s occurrence in documents, where 
only terms that occur in the highest number of documents are retained. Other term 
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selection methods are based on information-theoretic functions, such as the DIA asso-
ciation factor [9], information gain measure [6], [12], chi-square measure [4], and 
mutual information measure [8], [19]. In recent years, an increasing number of cate-
gorization methods have applied the mutual information (MI) measure in term selec-
tion [3], [7]. The mutual information score between term ti and category c is defined 
by 
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where  p(ti, c) = NC (ti)/NC, p(ti) = N(ti)/N,  p(c) = NC /N, NC (ti) denotes the number of 
occurrences of term ti in category c, NC denotes the number of occurrences of all 
terms in category c, N(ti) denotes the number of occurrences of term ti in the collec-
tion, and N denotes the number of occurrences of all terms in the collection.  

There are some rules for determining the threshold value in multilabel text catego-
rization [15], [16]. The threshold value is used when a document may belong to mul-
tiple categories. In this paper, we use a variant of the rank-based thresholding (R-cut) 
measure [16] to assign text documents into categories. We use the following criterion 
for multilabel text categorization: 
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where Score(ci, d) denotes the relevance score between category ci and document d, 

) ,( max dcScore L j
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=  denotes the maximum relevance score, λ is a threshold value 

that controls the degree of multilabel categorization, and ]1 ,0[∈λ . If the relevance 

score between category cj and document d divided by L is not less than the threshold 
value λ, where ]1 ,0[∈λ , then the document d is classified into category ci. The lower 

the threshold value λ, the more categories a document may belong to. If λ = 0, then the 
document belongs to all categories. Thus, the threshold value λ provides us some 
flexibility to deal with multilabel text categorization problem. 

In the following, we briefly review some classifiers [8], namely, Find Similar [13], 
Decision Trees [5], Naïve Bayes and Bayes Nets [14]. 

(1) Find Similar Classifier [13]: The Find Similar method is a variant of Rocchio’s 
method for relevance feedback, which is often used to expand queries based on the 
user’s relevance feedback. In text classification, Rocchio’s method calculates the 
weight wt of a term t as follows: 
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where wt denotes the weight of term t, Npos denotes the number of positive documents 
in the category, Nneg denotes the number of negative documents in the category, and 
α, β and γ are the adjusting parameters. The method finds the representative centroid 
of the positive documents of each category and classifies a new document by compar-
ing it with the centroid of each category by using a specific similarity measure. In [8], 
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Dumais et al. let α = 0, β = 1 and γ = 0 and use the Jaccard similarity measure to cal-
culate the degree of similarity between the centroid of each category and a testing 
document. 

(2) Decision Trees Classifier [5]: A decision tree (DT) text classifier is a tree in 
which the internal nodes are labeled by terms, the branches are labeled by weights, 
and the leaves are labeled by categories. The classifier categorizes a testing document 
dj by recursively test the weights of its terms (i.e., the internal nodes) until a leaf node 
is reached. The label of the leaf node is then assigned to dj. The main advantage of the 
decision tree method is that it is easily interpretable by humans. 

(3) Naïve Bayes Classifier [12]: The Naïve Bayes (NB) classifier (also called the 
Probabilistic Classifier) is a popular approach for handling classification problems. It 
uses the joint probability of terms and categories to calculate the probability that the 
terms of a document belong to certain categories, and then applies the Bayesian The-
ory to calculate the probability of the document dj belonging to category ci: 
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where )|( ij cdP  denotes the probability of document dj belonging to category ci; 

)|( ikj cwP  denotes the probability of term tk of document dj belonging to category ci, 

and n denotes the number of terms belonging to document dj and category ci. The 
naïve part of the NB method is the assumption of term independence. This makes NB 
classifiers far more efficient than non-naïve Bayes methods due to the fact that there 
is no need to consider the conditional probabilities of terms. 

(4) Bayes Nets Classifier [14]: In [14], Sahami utilizes the Bayesian network for 
classification, which relaxes the restrictive assumptions of the Naïve Bayes classifier. 
A 2-dependence Bayesian classifier allows for the probability that each feature is 
directly influenced by the appearance/non-appearance of at most two other features. 

3   A New Inductive Learning Method for Multilabel Text 
Categorization 

In this section, we present a new inductive learning method for mulitlabel text catego-
rization. The mutual information measure shown in Eq. (1) is used to select the top K 
terms that have the highest MI scores for a category. Assume there are N documents 
and K selected terms in category c. We use a K × N document descriptor matrix to 
represent the binary weights of the K selected terms in each document. A column in 
the document descriptor matrix is a document descriptor vector based on the K se-
lected terms. For example, assume that there are 5 documents d1, d2, d3, d4, d5 and 4 
selected terms t1, t2, t3, t4 in category c. Fig. 1 shows an example of a 4 × 5 document 
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descriptor matrix A. Each column of the document descriptor matrix A represents the 
document descriptor vector of a document. For example, from the second column of 
the document descriptor matrix A, we can see the document descriptor vector 

2d  of 

the document d2, where [ ]01012 =d . It indicates that the terms t1 and t3 are 

appearing in the document d2 and the terms t2 and t4 are not appearing in the docu-
ment d2. 

A = .

10101
10111
00101
01011

d1  d2   d3  d4  d5
t1

t2

t3

t4  

Fig. 1. Document descriptor matrix A 

We use the “cosine similarity measure” [2] to construct a document-similarity ma-
trix S, shown as follows: 

,
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where the value of S(i, j) indicates the degree of similarity between document di and 
document dj, S(i, j)∈[0, 1], and A(i) and A (j) denote the ith and the jth column vectors 
of the document descriptor matrix A, respectively. For the document descriptor matrix 
A shown in Fig. 1, we can get its document-similarity matrix S, as shown in Fig. 2. 

d1    d2    d3    d4 d5

.

10622121
0102121

62016123
212161121
212123211d1

d2

d3

d4

d5

S  = 

 

Fig. 2. Document-similarity matrix S 

We can obtain the term-document relevance matrix R by applying the inner prod-
uct of the document descriptor matrix A to the document-similarity matrix S, shown 
as follows: 

,SAR ⋅=  (7) 

where the value of R(i, j) denotes the relevance degree of term ti with respect to 
document dj. Therefore, for the above example, we can get the term-document rele-
vance matrix R, as shown in Fig. 3. 
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d 1   d 2   d 3   d 4   d 5

.

5.25.07.26.16.2
32.11.36.23.3
5.15.09.11.19.1
2.12.23.14.22.2t1

t2

t3

t4

R  = 

 

Fig. 3. Term-document relevance matrix R 

We use Eq. (8) to get the category descriptor vector 
cv  for category c, 

,1⋅= Rvc
     (8) 

where T]1 ..., ,1 ,1[1 = . Thus, for the above example, we can get  

[ ] [ ]TT 9.92.139.63.911111 =⋅=⋅= RRvc
. 

Then, we use the weight-averaged method to normalize 
cv . Thus, for the above ex-

ample, 
cv  is normalized into [ ]25.034.017.024.0 . Finally, we refine the weight 

icv of the ith term in the category descriptor vector 
cv  into 

icw  to obtain the refined 

category descriptor vector cw ,  where 

i
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C
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icw  denotes the refined weight of the ith term in the refined category descriptor vector 

cw , |C| denotes the number of categories, and cfi denotes the number of category 

descriptor vectors containing term ti. This refinement reduces the weights of the terms 
that appear in most of the categories and increases the weights of the terms that only 
appear in a few categories. 

Assume that the document descriptor vector of a testing document dnew is 
newd . We 

can then apply the inner product to calculate the relevance score Score(c, dnew) of 
category c with respect to the testing document dnew as follows: 

Score(c, dnew) = .cnew wd ⋅    (10) 

We calculate the relevance score of each category with respect to dnew, rank these 
relevance scores, and then assign dnew to multiple categories according to Eq. (2). In 
other words, we choose the maximum relevance score L among them. If the relevance 
score between a category and the testing document divided by L is not less than a 
predefined threshold value λ, where λ∈[0, 1], then the document is classified into that 
category. 
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4   Experimental Results 

We have implemented the proposed multilabel text categorization method to classify 
the "Reuters-21578 Aptè split 10 categories" data set [21] using Delphi Version 5.0 on 
a Pentium 4 PC. The "Aptè split 10 categories" data set contains the 10 top-sized 
categories obtained from the "Reuters-21578 Aptè split" data set [20], where each 
category has at least 100 training documents for training a classifier. We chose the 
"Aptè split 10 categories" data set as our experimental data set, because it accounts 
75% of the "Reuters-21578 Aptè split" data set. Table 1 shows the category names of 
"Aptè split 10 categories", the number of training samples for each category, and the 
number of testing samples for each category. There are totally 6490 training docu-
ments and 2547 testing documents in the "Aptè split 10 categories" data set. 

Table 1. The number of training and testinging samples for each category of the "Aptè split 10 
categories" data set 

Category Names 
Number of Train-

ing samples 
Number of Test-

ing samples 
Earn 2877 1087 

Acq 1650 719 

Money-fx 538 179 

Grain 433 149 

Crude 389 189 

Trade 369 118 

Interest 347 131 

Wheat 212 71 

Ship 197 89 

Corn 182 56 

Several evaluation criteria for dealing with classification problems have been used 
in text categorization [15], [16]. The most widely used measures are based on the 
definitions of precision and recall. If a sample is classified into a category, we call it 
“positive” with respect to that category. Otherwise, we call it “negative”. In this pa-
per, we use the following micro-averaging method [15] to evaluate the recall and the 
precision of the proposed method, where 
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TPi denotes the number of correctly classified positive samples for category ci, FNi 
denotes the number of incorrectly classified negative samples for category ci,  
FPi denotes the number of incorrectly classified negative samples for category ci, and 
|C| denotes the number of categories. 

If the values of the precision and the recall of a classifier can be tuned to the same 
value, then the value is called the break-even point (BEP) of the system [12]. BEP has 
been widely used in text categorization evaluations. If the values of the precision and 
the recall are not exactly equal, we use the average of the nearest precision and recall 
values as the BEP. 

Based on the mutual information measure [11] for term selection, we select the top 
300 terms for training classifiers. Table 2 compares the break-even point of the pro-
posed method with those of four existing learning methods [8], namely, Find Similar, 
Decision Trees, Naïve Bayes and Bayes Nets. From Table 2, we can see that the pro-
posed method gets a higher average accuracy than the existing methods. 

Table 2. Breakeven performance for Reuters-21578 Aptè split 10 categories 

  
Find 

Similar 
Naïve 
Bayes 

Bayes 
Nets 

Decision 
Trees 

The Pro-
posed 

Method 
 (λ = 0.87) 

Earn 92.9 % 95.9 % 95.8 % 97.8 % 97.5 % 
Acq 64.7 % 87.8 % 88.3 % 89.7 % 95.1 % 
Money-fx 46.7 % 56.6 % 58.8 % 66.2 % 79.2 % 
Grain 67.5 % 78.8 % 81.4 % 85.0 % 84.7 % 
Crude 70.1 % 79.5 % 79.6 % 85.0 % 84.4 % 
Trade 65.1 % 63.9 % 69.0 % 72.5 % 85 % 
Interest 63.4 % 64.9 % 71.3 % 67.1 % 81 % 
Ship 49.2 % 85.4 % 84.4 % 74.2 % 85.4 % 
Wheat 68.9 % 69.7 % 82.7 % 92.5 % 79.8 % 
Corn 48.2 % 65.3 % 76.4 % 91.8 % 78.2 % 
Average 64.6 % 81.5 % 85 % 88.4 % 91.3 % 

5   Conclusions 

In this paper, we have presented a new inductive learning method for multilabel text 
categorization. The proposed method uses a mutual information measure for term 
selection and constructs document descriptor vectors for each category based on the 
selected terms. These document descriptor vectors form a document descriptor matrix 
and they are also used to construct a document-similarity matrix based on the cosine 
similarity measure. It then constructs a term-document relevance matrix by applying 
the inner product of the document descriptor matrix to the document-similarity ma-
trix. The proposed method infers the degree of relevance of the selected terms to con-
struct the category descriptor vector of each category. The relevance score between 
each category and a testing document is calculated by applying the inner product of 

Methods 

Category
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its category descriptor vector to the document descriptor vector of the testing docu-
ment. The maximum relevance score L is then chosen. If the relevance score between 
a category and the testing document divided by L is not less than a predefined thresh-
old value λ, where λ∈[0, 1], then the document is classified into that category. From 
the experimental results shown in Table 2, we can see that the proposed method gets a 
higher average accuracy than the existing methods. 
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